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ABSTRACT

The influence of eddy momentum fluxes on the equinoctial Hadley circulation is explored using idealized

simulations on an equatorial beta plane in which the sea surface temperature (SST) distribution is fixed. By

comparing simulations run in a wide-domain configuration, in which large-scale eddies are present, to sim-

ulations in which themodel domain is too narrow to permit baroclinic instability, the role of large-scale eddies

in determining the characteristics of the Hadley circulation is elucidated. The simulations also include an

explicit representation of deep convection, allowing for an evaluation of the influence of convective mo-

mentum transport on the zonal-mean circulation.

The simulated eddy momentum fluxes are much weaker in the narrow-domain configuration than in the

wide-domain case, and convective momentum transport is found to be of secondary importance. As a result,

many characteristics of the narrow-domain Hadley circulation are well described by axisymmetric theory and

differ from those of the wide-domain case. Nevertheless, the strength of the Hadley circulation is similar

irrespective of the domainwidth. The sensitivity of this result to the strength of the eddy forcing is investigated

using narrow-domain simulations forced by artificial sinks of zonal momentum. As the magnitude of the

momentum sink increases, the Hadley circulation strengthens, but the increase is relatively modest except at

very strong forcing magnitudes. The results suggest that the fixed-SST boundary condition places a strong

thermodynamic constraint on the Hadley circulation strength and that one should consider the energy budget

as well as the angularmomentum budget in order to fully understand the influence of large-scale eddies on the

zonal-mean circulation in the tropics.

1. Introduction

While it has long been recognized that Earth’s Hadley

circulation (HC) is influenced by the momentum trans-

ports associated with large-scale eddies, theoretical un-

derstanding of the relationship between the eddy fluxes

and the strength of the tropical overturning remains

incomplete. One approach to the problem is to consider

the HC as a response to imposed sources of heat and

momentum owing to eddies and diabatic effects either

diagnostically, using theKuo–Eliassen equation (Eliassen

1951; Kuo 1956), or with a dynamical model (e.g.,

Dickinson 1971; Schneider 1984). Kuo (1956) used this

framework to suggest that the bulk of the HCmass flux is

associated with eddy momentum fluxes rather than

radiative cooling. Studies that include the effect of latent

heat release in cumulus clouds, however, point to a more

modest role for the eddies (e.g., Dickinson 1971;

Krishnamurti et al. 2013). Moreover, this approach is lim-

ited in that it cannot account for the feedback between

changes in eddy fluxes and changes in the circulation, po-

tentially resulting in an underestimate of the importance of

eddies for the mean flow (Kim and Lee 2001).

More recent work has compared the HC simulated by

axisymmetric (2D) and three-dimensional (3D) models

in order to understand how the circulation is affected by

the presence of eddies (e.g., Williams 1988a,b). Many

such studies have found the potential for substantial

amplification of the equinoctial HC in 3D relative to the

2D case (Becker et al. 1997; Kim and Lee 2001; Walker

and Schneider 2005). An exception is the work of Satoh

et al. (1995, hereafter S95), who found that the HC

strength increased only slightly in eddy-permitting

simulations relative to the axisymmetric case (see

also Satoh 1994). An important distinction is that S95
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imposed a fixed distribution of sea surface temperature

(SST) in their simulations, while the other studies men-

tioned above enforce an energetically closed boundary

condition. In this paper, we build on the work of S95 and

investigate the role of eddy momentum fluxes in de-

termining the characteristics of the equinoctial HC under

fixed-SST conditions.

Theories of the HC often focus on one of two limits:

the linear viscous limit, in which frictional processes

balance the Coriolis torque on the upper-tropospheric

flow (e.g., Schneider and Lindzen 1976, 1977), and the

nonlinear angular momentum–conserving limit, in

which the Coriolis torque is balanced by mean-flow

advection (e.g., Schneider 1977; Held and Hou 1980;

Lindzen and Hou 1988; Satoh 1994; Fang and Tung

1996, 1999; Caballero et al. 2008). In the former limit,

the HC strength is related to the magnitude of the

frictional momentum sink in the subtropics; in the

axisymmetric studies of Schneider and Lindzen (1976,

1977), this refers to frictional torques associated with

cumulus convection. But the momentum sink could also

be provided by large-scale eddy fluxes. The HC strength

in the angular momentum–conserving limit, on the other

hand, is directly controlled by the thermal driving.

Walker and Schneider (2006) examined the proximity

of the atmosphere to each of these limits in a series of

idealized simulations of the equinoctial HC with a gen-

eral circulation model (GCM). They considered a

steady-state balance equation for the strength of the

meridional flow in the upper troposphere based on the

angular momentum budget given by

f y(12Ro
L
)’2s . (1)

Here, f is the Coriolis parameter, y is the meridional

velocity, s is the convergence of the eddy flux of zonal

momentum, RoL 52z/f is the local Rossby number,

with z being the relative vorticity, and the overbar

represents a zonal and time mean. Equation (1) neglects

friction and vertical advection of angular momentum by

the mean flow; but it may be applied in the upper tro-

posphere near the latitude of the streamfunction maxi-

mum, where the flow is quasi horizontal and frictional

torques are presumed to be small.

In the linear limit, RoL � 1, nonlinear advection of

angular momentum by the mean flow is weak, and the

above equation provides a direct relationship between

the strength of the meridional flow in the upper tropo-

sphere and the eddy momentum flux divergence. In the

weak eddy limit, on the other hand, angular momentum

is conserved in the HC, RoL ’ 1, and (1) provides no

information about the meridional flow. Walker and

Schneider (2006) conducted simulations over a wide

range of parameters and found that, in most cases, the

equinoctial HC remained relatively close to the low-

Rossby-number, linear regime (RoL & 0:4), and the HC

strength varied roughly in proportion to a measure of

the subtropical eddy momentum flux divergence.

Earth’s HC lies between the linear and angular

momentum–conserving limits; theRossby number at the

center of the HC varies from;0.2 in the summer cell to

*0:5 in the winter cell (Schneider and Bordoni 2008).

While a comprehensive theory for the HC in the

intermediate-Rossby-number regime remains elusive, a

number of authors have appealed to the angular mo-

mentum budget in order to understand variations in the

HC strength over the seasonal cycle (Walker and

Schneider 2005; Schneider and Bordoni 2008; Bordoni

and Schneider 2008, 2010) and variations in the strength

of the winter cell on interannual time scales (Caballero

2007) and across different climate models (Caballero

2008). In this study, we consider idealized simulations of

an equinoctial HC in a regime where nonlinear advection

of angular momentum by the mean flow is important.

Previous modeling studies investigating the impor-

tance of eddies for the HC are primarily based on sim-

ulations with GCMs in which the effects of moist

convection, including its effect on the momentum bud-

get, must be parameterized. In idealized simulations,

such as those of Walker and Schneider (2006), convec-

tive momentum transport is typically neglected. But it is

known that momentum transport by moist convection

can be important for the strength (Zhang andMcFarlane

1995) and seasonal cycle (Wu et al. 2003) of the HC.

Here, we use the diabatic acceleration and rescaling

(DARE) approach of Kuang et al. (2005) in order to

conduct idealized simulations of an equinoctial HC with

an explicit representation ofmoist convection. TheDARE

approach reduces the scale separation between convection

and the large-scale flow and allows deep convection to be

simulated explicitly at reasonable computational cost, al-

beit with some distortions. This enables an evaluation of

the importance of momentum transport by deep convec-

tion for the HC. Smaller-scale eddies associated with

shallow convection and boundary layer turbulence are not

well resolved in these simulations, but for simplicity we do

not employ an explicit boundary layer or shallow con-

vection parameterization.

We simulate the HC on an equatorial beta plane in two

configurations: a wide domain, in which large-scale eddies

are present, and a narrow domain, in which baroclinic in-

stability does not occur, and only eddies at the mesoscale

or smaller are permitted. These model configurations al-

low us to isolate the effect of large-scale eddies on theHC.

We consider the simple case of a fixed-SST lower bound-

ary with a range of different pole-to-equator temperature
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gradients. The HC in the wide domain has a lower Rossby

number than in the narrow domain, reflecting the stronger

effect of eddy momentum fluxes, but the HC strength is

nonetheless similar between the two cases. Using an ap-

proach similar to that of Schneider (1984), we also con-

sider narrow-domain simulations in which the effects of

eddy momentum fluxes are included as a direct tendency

on the zonal wind; as the forcing magnitude increases, the

HC strengthens, but the HC strength does not increase

proportionally to the imposed momentum forcing. The

importance of the SST distribution for the HC strength in

our simulations suggests that one should consider the en-

ergy budget as well as the momentum budget in order to

fully understand the effect of eddies on the HC.

The rest of this paper is organized as follows:We first

describe the model configuration and simulations used

(section 2) before examining the mean circulation and

angular momentum transports in the wide-domain and

narrow-domain configurations (section 3). Next, we

consider the sensitivity of the circulation to the mag-

nitude of the eddy fluxes in narrow-domain simula-

tions with imposed eddy momentum flux divergences

(section 4). Finally, we give a summary of our con-

clusions and their implications (section 5).

2. Idealized Hadley circulations on an equatorial
beta plane

a. Model configuration

We consider simulations of an idealized equinoctial

HC using version 6.9.5 of the System for Atmospheric

Modeling [SAM; Khairoutdinov and Randall (2003)].

The model integrates prognostic equations for the fro-

zen moist static energy (FMSE), total precipitating

water, total nonprecipitating water, and three velocity

components under the anelastic approximation. Within

the model’s thermodynamic formulation, FMSE is

conserved for adiabatic motions, including condensation

and freezing. A simple one-moment formulation of cloud

and precipitation microphysics is used, and subgrid-scale

motions are parameterized using a 1.5-order scheme that

includes a prognostic equation for the subgrid-scale tur-

bulence kinetic energy. Surface fluxes of sensible heat,

latent heat, and momentum are computed using bulk

aerodynamic formulas with turbulent exchange co-

efficients derived from Monin–Obukhov similarity the-

ory and dependent on the near-surface wind speed and

near-surface gravitational stability. The effect of subgrid-

scale wind variability on the surface fluxes is parameter-

ized by enforcing aminimumvalue of 1ms21 on the wind

speed used in the surface flux calculation. While our

model resolution is not sufficient to accurately simulate

boundary layer eddies, we do not use an explicit bound-

ary layer parameterization beyond the Monin–Obukhov

scheme described above.

Simulations are run on an equatorial beta plane

extending from 688S to 688N, with solid walls (free-slip

boundary condition) at the northern and southern

boundaries and with periodic boundary conditions in the

zonal direction. The zonal width of the domain is either

98 (narrow) or 1368 (wide) of longitude, depending on

whether we wish to include the effects of large-scale

eddies (Fig. 1). Here, we refer to disturbances with a

characteristic length scale greater than ;1000km as

‘‘large scale’’ and smaller-scale eddies as ‘‘mesoscale’’ or

‘‘small scale.’’ Simulations in the wide domain support

baroclinic instability and the resultant synoptic-scale

eddies (although certain planetary-scale waves are ex-

cluded by the finite width), while in the narrow-domain

case, only smaller-scale eddies related to moist convec-

tion are present. The simulations are run with 46 vertical

levels, in which the vertical grid spacing varies between

100m near the surface, 600m in the mid- to upper tro-

posphere, and 1000m at the model top, which is set at

26.9 km. A sponge layer, with damping applied to the

velocity fields, is included above 19km to prevent

gravity wave reflection.

b. DARE approach

Computational resource limits prevent us from per-

forming the simulations described above on a fine-enough

horizontal grid to fully resolve moist convection. Instead,

we employ the DARE approach introduced by Kuang

et al. (2005) in order to retain an explicit representation of

moist convection at reasonable computational cost.Under

FIG. 1. Snapshot of total precipitable water for the (a) narrow-

domain simulation (243 384 grid points) and (b) wide-domain

simulation (3843 384 grid points) with DT5 40K and idealized

radiation scheme based on Newtonian relaxation. Domains are

shown with a one-to-one aspect ratio.

JUNE 2016 S I NGH AND KUANG 2429



DARE, the scale separation between convection and

large-scale motions is reduced by altering physical pa-

rameters within the system. In particular, the DARE

approach involves 1) reducing the radius of Earth by a

factor g, 2) increasing the rotation rate of Earth by the

same factor, and 3) reducing the time scales of diabatic

processes (e.g., radiative and microphysical processes)

also by the factor g. Here, we use a value of g5 10,

which results in a decrease in the computational costs

relative to a full-resolution simulation by a factor of

order g3 5 1000. For our beta-plane simulations, the

first two alterations used in the DARE approach are

achieved by changing b, the gradient of the Coriolis

parameter in the meridional direction, while the third

alteration is achieved by increasing the tendencies re-

sulting from diabatic processes, such as radiative

heating and cooling, surface fluxes, condensation and

evaporation, and precipitation fallout. Our simulations

are run with an effective horizontal grid spacing of

40 km. This means that, when scaled back to the length

and time scales appropriate for Earth, the horizontal

grid spacing is 40 km. But since we use a DARE factor

g5 10, the grid spacing relevant for moist convection

is 4 km.

The DARE approach is mathematically equivalent to

the hypohydrostatic rescaling outlined in Pauluis et al.

(2006) [referred to as reduced acceleration in the verti-

cal in Kuang et al. (2005)], in which the physical pa-

rameters of the system are unchanged but the vertical

momentum equation is altered by increasing the mag-

nitude of the inertia term by the factor g. This formu-

lation demonstrates that the effect of DARE is to

increase the importance of nonhydrostatic motions at

mesoscales but to leave large-scale hydrostatic motions

unaltered. In particular, the ratio of the Rossby radius to

Earth’s radius remains fixed under theDAREapproach.

Thus, to the extent that large-scale atmospheric dy-

namics are unaffected by nonhydrostatic motions, the

DARE approach does not alter the dynamics of large-

scale eddies when the solution is scaled back to the

length and time scales appropriate for Earth.

Pauluis et al. (2006) showed that the hypohydrostatic

rescaling results in a slowdown of the convective life cycle

and that this can result in unrealistic distributions of cloud

liquid and ice in simulations of radiative–convective

equilibrium. In our simulations, we exclude cloud-

radiative interactions (see below), and we find that the

mean circulation and HC strength of a narrow-domain

simulation is very similar when using the DARE ap-

proach (g5 10, grid spacing5 40km) compared to when

running at full resolution (g5 1, grid spacing5 4km). A

more detailed evaluation of theDARE approach applied

to our simulations is presented in the appendix.

c. Simulation design

We conduct simulations in which the surface tem-

peratureTs is prescribed as a zonally symmetric function

of latitude with a maximum at the equator according to

T
s
5T

0
2DT sin2(f) , (2)

where f is latitude, T0 is set to 300K, and simulations

are conducted with values of DT in the range 10–100K.

For ease of interpretation, we parameterize the effects

of radiative heating and cooling through a simple

Newtonian relaxation to a fixed temperature. Specifi-

cally, the temperature tendency owing to radiation is

given by

›T

›t

����
rad

52
T2T

R

t
, (3)

with TR 5 220K and t 5 50 days. Note that (3) does not

depend on the water vapor or cloud fields, and thus the

effect of cloud and water vapor radiation feedbacks on

the circulation are not included here. We also consider

alternate simulations in which radiative transfer is pa-

rameterized using a two-stream gray scheme identical to

that described in O’Gorman and Schneider (2008). The

gray-radiation simulations allow for a stronger feedback

between the atmospheric temperature structure and

the radiative cooling rate (although cloud and water

vapor feedbacks are still neglected). However, the

HC strength in the gray-radiation simulations is sub-

stantially stronger than that of Earth’s equinox condi-

tions, and thus we focus on the Newtonian-relaxation

simulations in this paper.

In all simulations, the atmosphere is initialized with

horizontally invariant profiles of temperature and hu-

midity reflective of the tropical atmosphere, with ran-

dom perturbations to the temperature field to break the

initial symmetry. Time-mean properties of the flow

shown in Figs. 2–13 are calculated based on 6-hourly

snapshots over days 50–250 of the simulations.

3. Comparison of wide- and narrow-domain
simulations

We compare the wide-domain and narrow-domain

simulations in order to examine the effect of large-scale

eddies on theHC. Figure 2 shows properties of themean

state in thewide- and narrow-domain cases for a pole-to-

equator SST difference DT5 40K. Both simulations

exhibit strong subtropical jets associated with strong

meridional temperature gradients, while the tropical

atmosphere is characterized by weak temperature gra-

dients and easterly winds at low levels near the equator
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(Fig. 2a,b). The jets in the narrow-domain case are

stronger and substantially sharper than in the wide-

domain simulation. There is also a discernible mid-

latitude jet in the wide-domain case associated with a

nonzero surface zonal wind (Fig. 3), while in the narrow-

domain case, the mean surface wind is close to zero.

These features are consistent with weak eddy activity in

the narrow-domain simulations; the eddy kinetic energy

and meridional eddy fluxes of energy and momentum

are substantially smaller in the narrow-domain simula-

tions compared to the corresponding wide-domain case

(Figs. 2c–f).

The mean circulation in the wide-domain simulation

shown in Fig. 2 is broadly similar to that of Earth at the

equinox, although the simulated subtropical jets are

somewhat stronger than observed (e.g., Peixoto and

FIG. 2. Zonal- and time-mean properties of simulations with DT5 40K in the (left) wide and (right) narrow

domains. (a),(b) Zonal wind (contours; dashed negative; zero contour is thick; m s21) and temperature (colors).

(c),(d) Eddy kinetic energy per unit mass (contours; m2 s22) and meridional eddy momentum flux u0y0 (colors).
(e),(f) Meridional eddy energy flux 1/cpy0h0, where h5 cpT1F1Lyq is the moist static energy. Here, cp is the

isobaric specific heat capacity, T is the temperature, F is the geopotential, Ly is the latent heat of vaporization,

and q is the specific humidity.

JUNE 2016 S I NGH AND KUANG 2431



Oort 1992). This difference may be associated with the

differences in eddy generation and propagation in

the simulations compared to on Earth. For instance,

midlatitude eddies preferentially propagate toward the

equator on a sphere, whereas on a beta plane no such

preference for the direction of eddy propagation exists.

Additionally, stationary eddies play a large role in the

momentum budget of Earth’s atmosphere, particularly

in the Northern Hemisphere (Caballero 2008), whereas

in our zonally symmetric simulations, stationary eddies

are practically absent. We present a more detailed

comparison between the eddy momentum flux conver-

gence in our wide-domain simulations and in Earth’s

atmosphere in the next section.

A further difference between the simulated and ob-

served climate is that the wide-domain simulation ex-

hibits equatorial westerlies in the upper troposphere,

while the zonal wind in Earth’s equatorial atmosphere is

easterly. This superrotation is associated with equator-

ward fluxes of momentum by eddies at low latitudes

(Fig. 2e). However, these features are absent in simu-

lations using the gray-radiation scheme of O’Gorman

and Schneider (2008) rather than Newtonian relaxation

as the radiative parameterization, and for this reason we

do not discuss them in detail here.

a. Angular momentum transport

Our simulations are conducted on an equatorial beta

plane, and thus angular momentum, defined as the

cross product of the linear momentum and a moment

arm, is not conserved (e.g., Egger 2001). Nevertheless,

we may define a scalar quantity that is conserved in

the absence of eddies and behaves similarly to the

angular momentum per unit mass in the direction of

the rotation axis that is traditionally used in studies of

the Hadley circulation in spherical geometry (e.g.,

Walker and Schneider 2006). The zonal momentum

equation under the anelastic and beta-plane approxi-

mations may be written

›u

›t
1 u

›u

›x
1 y

›u

›y
1w

›u

›z
5byy2

1

r
0

›p

›x
1F

x
. (4)

Here, (u, y, w) are the velocity components in the

(x, y, z) directions, b is the gradient of the Coriolis

parameter in the meridional direction, p is the per-

turbation pressure, Fx represents forces resulting from

friction, and r0(z) is the reference density used in the

anelastic approximation; it depends only on the verti-

cal coordinate. Assuming a statistical steady state,

we may take the zonal and time mean of the above

equation to give

y

�
›u

›y
2by

�
1w

›u

›z
52

1

r
0

›r
0
u0y0

›y
2

1

r
0

›r
0
u0w0

›z
1F

x
,

(5)

where the overbar represents a zonal and timemean and

the primes a deviation thereof, and we have used the

anelastic continuity equation = � (r0u)5 0 to express the

eddy terms in flux form. From (5), it may be seen that

the quantity M5u2by2/2 is conserved following the

zonal-mean flow in the absence of eddies and frictional

forces. We will refer to M as the angular momentum

despite it not being defined as the cross product of the

linear momentum with a moment arm.

Figure 4 shows the angular momentum, stream-

function, and mean saturation moist static energy for the

case DT5 40K. In both the narrow- and wide-domain

configurations, the HC includes a narrow ascending

branch at the equator occupying a few degrees of latitude

and a relatively broad descending branch. In the wide-

domain simulation, streamlines of the flow regularly cross

angular momentum contours, indicating substantial

transport of angular momentum out of the HC by eddies.

Additionally, the mean circulation includes a thermally

indirect Ferrel cell that results from the generation of

synoptic eddies at midlatitudes and their dissipation in

the subtropics and subpolar regions. In the narrow-

domain simulation, on the other hand, there is no Fer-

rel cell, and angular momentum is homogenized within

the HC, indicating that the HC is relatively close to the

angular momentum–conserving limit.

Since the narrow-domain simulation includes convective-

scale eddies, the above results suggest that angular mo-

mentum transport by convection is relatively weak in

FIG. 3. Zonal- and time-mean zonal wind velocity at the lowest

model level for wide-domain simulations with DT5 10 (black), 20,

40, 80, and 100K (orange). The dashed line shows zero value.
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comparison to that of large-scale eddies. We confirm this

conclusion by a direct calculation of the momentum flux

convergence associated with eddies of different wave-

lengths below.

Figure 5 shows the eddy momentum flux convergence

(EMFC), defined as

s52
1

r
0

›r
0
u0y0

›y
2

1

r
0

›r
0
u0w0

›z
, (6)

in the wide- and narrow-domain cases for DT5 40K.

In the wide-domain simulation, large-scale eddies

(.960-km wavelength) act to decelerate the flow in the

descending branch of the HC and accelerate it in the

midlatitudes. While there is also some convergence of

momentum directly over the equator associated with the

weak superrotation noted previously, the simulated

large-scale EMFC pattern is broadly similar to that of

Earth’s atmosphere during the equinoctial seasons [see

Fig. 1 of Levine and Schneider (2011)].

To provide a more quantitative comparison, we cal-

culate the mass-weighted mean of the large-scale hori-

zontal EMFC between the latitudes of 108 and 258N and

between 9 and 12 km in altitude (dashed black box in

Fig. 5a). This quantity has a value of21.4m s21 day21 in

the wide-domain simulation for DT5 40K. A similar

measure based on pressure levels between 200 and

300 hPa in the NCEP reanalysis is given in Fig. 2 of

Caballero (2008); for the Northern Hemisphere during

winter, this is approximately 22.8m s21 day21 (sum-

ming the contributions from transient and stationary

eddies). However, the Northern Hemisphere is strongly

affected by stationary eddies, while in our zonally

symmetric simulations, stationary eddies are of little

importance. Performing a similar calculation for the

Southern Hemisphere during spring gives a value

FIG. 5. EMFC (colors) and streamfunction (contours) in

the (a),(b) wide-domain and (c) narrow-domain simulations

with DT5 40K. EMFC associated with (a) large-scale eddies

(wavelength . 960 km) and (b) small-scale eddies.

FIG. 4. Time-mean streamfunction C (black), zonal- and time-

mean angular momentum M (red), and zonal- and time-mean

saturation moist static energy h* (gray) in the (a) wide-domain

simulation and (b) narrow-domain simulation with DT5 40K. The

streamfunction is defined by (7) and is shownwith contour intervals

of 500 kgm21 s21. The location of the streamfunction extremum in

each hemisphere is marked by a blue dot. Contours are plotted for

angular momentum values corresponding to the angular momen-

tumof the surface at latitudes of 08,658,6108, etc. Saturationmoist

static energy is defined as h*5 cpT1F1Lyq*, where q* is the

saturation specific humidity; contours are given for values at which

h*/cp 5 280, 290, . . . , 450K.
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of21.8m s21 day21, somewhat closer to the value in the

wide-domain simulation.1 These results indicate that the

magnitude of the simulated EMFC for DT5 40K is of

the same order as, but somewhat smaller than, that of

Earth’s atmosphere. The reasons for the difference may

be associated with the beta-plane geometry and zonal

symmetry of our simulations, as mentioned above.

In contrast to the large-scale EMFC, eddies with

wavelengths less than 960 km have a very weak effect on

the flow above the boundary layer. While difficult to see

in the contouring on Fig. 5b, small-scale eddies act to

decelerate the upper-tropospheric flow in the sub-

tropics, but this corresponds to a small fraction of the

deceleration associated with large-scale eddies.

The magnitude of the small-scale EMFC in the wide-

domain simulation may be quantified by calculating the

Rayleigh damping time scale required to give the mag-

nitude of the simulated EMFC, given the zonal wind

speed. That is, we calculate t assuming ss 52u/t, where

ss represents the small-scale EMFC. Theoretical studies

of tropical convection often assume that convective

momentum transport damps velocity anomalies over a

time scale in the range 1–10 days (e.g., Romps 2014). In

the simulations, however, the effective Rayleigh damp-

ing time scale in the subtropical mid- and upper tropo-

sphere is greater than 100 days. Only in the deep tropics,

within the ITCZ, are there values of t as short as a few

days. The difference in time scales in these two regions

may simply reflect the low frequency of occurrence of

convection in the HC descending branch relative to the

ITCZ. Convective momentum transport thus plays a

very minor role in the momentum budget of our simu-

lations, since, as postulated by Held andHou (1980), the

regions of strong vertical shear in which convective

momentum transport may be expected to have the most

effect are also regions in which convection is suppressed.

This argument may be less applicable to nonequinoctial

conditions, however, and we do not rule out a role for

momentum transport by small-scale eddies in, for ex-

ample, the seasonal migration of the ITCZ across the

equator (Wu et al. 2003). A further caveat is that our

equinoctial simulations do not form tropical cyclones,

and this may affect the importance of convective mo-

mentum transport in the subtropics. Tropical cyclones

form readily in simulations in which the ITCZ is dis-

placed sufficiently far from the equator (see also Merlis

et al. 2013), but the reason for their absence in the

equinoctial simulations is unclear.

In the narrow-domain simulations, the EMFC is

weaker than the corresponding wide-domain case, par-

ticularly within the HC (Fig. 5c). The small-scale eddies

in the narrow-domain simulations primarily transport

angular momentum vertically, damping the winds in the

free troposphere. There is some deceleration of the flow

in the HC descending branch, but, consistent with the

limited crossing of angular momentum contours by

streamlines in Fig. 4, this tendency is substantially

weaker than in the wide-domain case.

b. Hadley circulation width

The poleward boundary of the HC is roughly de-

marcated by the outermost streamline associated with

the HC shown on Fig. 4. In both the wide- and narrow-

domain simulations, the HC width is close to 208 of

latitude at upper levels, with the wide-domain HC

extending slightly farther poleward. At low levels, how-

ever, the HC is considerably narrower in the narrow-

domain case because streamlines of the descending

branch are angled toward the equator; an air parcel ini-

tially at the poleward edge of the HC in the upper tro-

posphere that follows streamlines on its descent would

enter the boundary layer at a significantly lower latitude

(,108). In contrast, the descending branch of the wide-

domain HC is closer to vertical, and the HC width at low

levels is comparable to the HC width near the tropo-

pause. These results are consistent with those of Satoh

(1994) and S95.

The differences in theHCwidth described abovemay be

understood by considering the axisymmetric theory of a

moist HC outlined in Satoh (1994) and elaborated further

by Fang and Tung (1996). Assuming a narrow region of

ascent at the equator and conservation of angular mo-

mentum above the boundary layer, the authors derive an

expression for the width of theHC given the distribution of

SST. In the inviscid limit, angular momentum within the

HC is homogenized to its value in the ascent region, and the

surface pressure gradient is zero, preventing strong surface

winds. As a result, the HC may only be in contact with the

surface near the equator, where the angular momentum of

the circulation matches that of the lower boundary. This

implies that the HCwidth must be zero at the surface, and,

as in the narrow-domain simulations, descending stream-

lines must slope downward toward the equator.

The assumption of angular momentum conservation

implies, by the thermal wind relation, that horizontal

temperature gradients are absent in theHC according to

the Fang and Tung (1996) model. Consistent with this

prediction, isotherms in the narrow-domain simulation

are nearly horizontal within theHC (Fig. 6). Poleward of

1Here we follow Caballero (2008) and use data from the NCEP

reanalysis (Kalnay et al. 1996) for the years 1962–99. We calculate

the pressure-weighted mean of the horizontal EMFC between the

latitudes of 108 and 258S and pressure levels of 200 and 300 hPa for

the spring season (SON).
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this, strong temperature gradients mark the boundary of

the HC, and these regions of strong gradients corre-

spond well to the sloping boundary predicted by the

Fang and Tung (1996) model (thick gray lines). In Fig. 6,

the functional form of the HC boundary is calculated

using the continuity of the geopotential at a fixed pres-

sure across the HC boundary. The geopotential within

the HC is determined by geostrophic balance with the

angular momentum–conserving wind. Outside the HC,

the geopotential is related by hydrostatic balance to the

temperature profile. Assuming the temperature profile

within the HC follows a moist adiabat based on the

equatorial surface temperature and the temperature

profile outside the HC follows a moist adiabat based on

the local surface temperature (with a surface relative

humidity of 80% in both cases), expressions for the geo-

potential on either side of the HC boundary may be

derived and the position of the HC boundary de-

termined [see Fang and Tung (1996) for details].

When viscosity is added to the Fang and Tung (1996)

model, air parcels in the descending branch no longer

conserve their angular momentum, and the descending

branch is no longer required to reach the surface near

the equator. As a result, the HC boundary is altered so

that the width of the HC increases incrementally at

upper levels but by a large amount at lower levels (see

their Fig. 3). The inclusion of viscosity in the axisym-

metric model of Fang and Tung (1996) thus results in

similar changes to the HC boundary as including large-

scale eddies in our simulations. However, viscosity in an

axisymmetric model is not completely analogous to the

action of large-scale eddies; the torque provided by

large-scale eddies occurs in the interior of the fluid as a

result of primarily horizontal momentum transport,

while viscosity primarily acts in boundary layers at the

surface and HC boundary and transports momentum

vertically. Additionally, it has been suggested that the

HC extends to the latitude at which the depth of baro-

clinic eddies becomes comparable to the depth of the

troposphere (Korty and Schneider 2008; Levine and

Schneider 2015), which would suggest different mecha-

nisms determine the HC extent in the wide- and narrow-

domain simulations.2 Nevertheless, the differences

between the viscous and inviscid solutions in Fang and

Tung (1996) provide some insight into the effect of eddy

momentum transports on the slope of the HC boundary

in our fixed-SST simulations.

c. Hadley circulation strength

Wedefine theHCstrengthHas themaximumvalueof the

symmetrized streamfunction Csym 5 [C(f)2C(2f)]/2,

whereC is defined as3

C52

ðz
0

r
0
y dz0 . (7)

While other definitions of HC strength are possible, we

focus on the streamfunction maximum because it is

important for the precipitation rate in the ITCZ and

because it is particularly relevant for evaluating the

utility of the angular momentum–based perspective

embodied in (1).

Despite the differently shaped streamlines, the

strength of the HC is roughly equal between the wide-

and narrow-domain simulations shown in Fig. 4. Indeed,

FIG. 6. Contours of zonal- and time-mean temperature in the

narrow-domain (black) and wide-domain (thin gray) simulations

withDT5 (a) 20, (b) 40, and (c) 80K. The thick gray line represents

the boundary of the HC according to the axisymmetric theory of

Fang and Tung (1996).

2 Although it should be noted that in Levine and Schneider

(2015) the criterion used to quantify the depth of baroclinic eddy

fluxes depends on the near-surface temperature gradient, which, in

our simulations, is constrained by the fixed-SST and does not de-

pend strongly on the eddies.
3 The streamfunction C is expressed per unit length in the zonal

direction rather than as a total mass overturning rate to enable

comparison across the narrow- and wide-domain cases.
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the HC strength scales with the pole-to-equator SST

difference DT in a similar way with or without the in-

fluence of large-scale eddies (Fig. 7). This is also true for

the gray-radiation simulations (gray lines), although in

that case the narrow-domain HC is somewhat weaker

than in the corresponding wide-domain simulation. S95

also reported similar HC strengths in 2D and 3D under

fixed-SST conditions in a set of GCM simulations with

varying planetary rotation rates.

In the limit in which the local Rossby number in the

upper branch of the HC is small, the strength of the HC

is constrained to respond proportionally to changes in

eddy momentum flux divergence (e.g., Walker and

Schneider 2006; Schneider and Bordoni 2008; Bordoni

and Schneider 2010). This may be seen by integrating (5)

vertically with mass weighting from the level of the

maximum in the streamfunction zm to the top of the

Hadley circulation zt, where the streamfunction van-

ishes to give

ðzt
zm

r
0
yf (12Ro

L
) dz5

ðzt
zm

r
0
w
›u

›z
dz2

ðzt
zm

r
0
s dz , (8)

where we have neglected torques due to friction. We

may then define an appropriately weighted bulk Rossby

number (Ro) such that

C
max

(12Ro)5
S
f
1

1

f

ðzt
zm

r
0
w
›u

›z
dz , (9)

whereCmax is the maximum value of the streamfunction

at a given latitude and S52
Ð zt
zm
r0s dz. Evaluating the

above equation at the latitude of the streamfunction

maximum, Cmax 5H, where H is the HC strength, and

the flow is quasi horizontal so that the second term on

the right-hand side may be neglected. We are thus left

with the simple relationship

H(12Ro)’
S
f
. (10)

For small bulk Rossby number, the above equation re-

lates the HC strength to the EMFC at the latitude of the

streamfunction maximum. But for Rossby numbers of

order unity, the HC strength may not be simply related

to the eddy forcing.

Figure 8 shows the HC strength H plotted against S/f
in the wide- and narrow-domain simulations. The ratio

of these quantities gives an estimate of 12Ro [noting

the approximations made to derive (10)]. The bulk

Rossby number in the narrow-domain simulations is

close to unity, reflecting the weak influence of eddy

momentum fluxes. In the wide-domain simulations, the

Rossby number is substantially smaller; the differences

in the eddy momentum flux divergence between the

narrow- and wide-domain simulations are balanced by

differences in Ro rather than differences in the strength

of the overturning circulation.

The bulk Rossby number stays relatively constant at a

value near 0.6 in the wide-domain simulations. This is

FIG. 7. Strength of the Hadley circulation as a function of the

pole-to-equator SST difference DT in wide-domain (circles) and

narrow-domain (squares) simulations. Simulations using the ide-

alized radiation scheme based on Newtonian relaxation (black)

and using the gray-radiation scheme (gray) are shown. The red

cross shows the full-resolution, narrow-domain simulation. Hadley

circulation strength is defined as the maximum value of the sym-

metric streamfunction Csym (see text).

FIG. 8. HC strength plotted against S/f in wide-domain (circles)

and narrow-domain (squares) simulations for DT values between

10 and 100K. Lines show values of the bulk Rossby number of

0 (solid), 1 (dashed) and 0.6 (dotted). HC strength and S are cal-

culated using zonal- and time-mean fields symmetrized about the

equator, and we evaluate the integral in the definition of S at the

latitude of the streamfunction maximum up to the level zt 5 15 km.
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consistent with the behavior of the HC strength and the

surface zonal wind speed at midlatitudes (a measure of

the midlatitude EMFC), both of which increase with DT
rapidly at low values of DT but remain relatively con-

stant for DT$ 60K (Figs. 3 and 7). However, a bulk

Rossby number of 0.6 is not close to the linear limit, and

thus we should not necessarily expect the stream-

function maximum to vary in proportion to the eddy

momentum flux divergence (see section 4).

d. Thermodynamic estimate for the Hadley
circulation strength

Since the angular momentum–based perspective does

not appear to provide a strong constraint on the strength

of the HC, we appeal to thermodynamic considerations

in order to obtain insight into the mechanisms at work.

Analysis of the thermodynamic budget of the descend-

ing branch of the HC reveals that the leading-order

balance is between vertical advection of potential tem-

perature u and the net diabatic heating rate QD:

w
›u

›z
5Q

D
. (11)

This is a widely used approximation in tropical dynamics

that is associated with the fact that horizontal gradients

of temperature in the tropical free troposphere are

constrained by wave dynamics to remain small (e.g.,

Charney 1963; Sobel et al. 2001; Holton 2004). Equation

(11) relates the strength of the HC descent to the dia-

batic heating rate and the vertical gradient of potential

temperature. In the free troposphere, the latter quantity

would be expected to be relatively close to the potential

temperature gradient along a moist adiabat. Further-

more, in our simple Newtonian-relaxation formulation,

the radiative cooling rate only depends weakly on the

atmospheric temperature structure and may also be

considered as known. However, the diabatic heating

rate also includes contributions from latent heating

resulting from convection. The convective heating rate

is sensitively dependent on the circulation, and for

any complete theory of the HC, it must be a part of

the solution.

The theoretical studies of Satoh (1994) and Fang and

Tung (1996) close for the HC mass flux by considering

the limit in which the HC descent is strong enough to

shut off deep convection in the descending branch such

that QD ’QR, where QR is the radiative cooling rate.

Under these conditions, we may use (11) to derive a

thermodynamic estimate of the HC strength as follows.

First, we define an estimated streamfunction C*. Using

the continuity equation, the streamfunction given by (7)

may be written in terms of the vertical velocity:

C(y, z)5

ðy
2‘

r
0
wdy0 . (12)

The estimated streamfunction may then be found by

replacing w in the above equation by the vertical ve-

locity that satisfies a simple radiative-subsidence bal-

ance so that

C*(y, z)52sign(y)

ðy
z(z)

r
0
Q

R

›u/›z
dy0 . (13)

Here, the integral is taken from the poleward boundary

of the HC z(z) toward the equator. We calculateC* for

latitudes between z(z) and the simulated streamfunction

extremum and at heights above a nominal boundary

layer of depth 1km. For this calculation, we take z(z) as

the location, at each height, for which the magnitude of

the simulated streamfunction C reaches 20% of its

hemispheric maximum value (C* is only defined at levels

for which the streamfunction reaches this 20% thresh-

old). A threshold of 20% is used to eliminate noise in the

calculatedHCboundary, particularly at low values ofDT
for which the HC is relatively weak. Finally, since our

definition of z(z) excludes 20% of the HC mass flux, we

define the estimated HC strength H* as the maximum

value ofC* divided by 0.8. For simplicity, the calculation

of the estimated streamfunction is conducted using fields

symmetrized between both hemispheres.

The HC strength estimated by the above procedure is

too large relative to the simulated HC strength for all

but the largest values of DT (Fig. 9). For low values

of DT, convection has a substantial influence on the

FIG. 9. Ratio of the simulated HC strengthH to the HC strength

estimated by assuming a radiative–subsidence balance in the de-

scending branch H* [see (13)] as a function of DT. Wide-domain

simulations (circles) and narrow-domain simulations (squares)

are shown.
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thermodynamic balance in the subtropics, and the sim-

ulated HC strength is a small fraction (0.2–0.4) of that

estimated by assuming a radiative-subsidence balance.

As DT increases, the influence of convection decreases,

until DT$ 80K, at which point the estimated HC

strength becomes a good approximation. However, this

only occurs for values of DT larger than typical values of

the pole-to-equator surface temperature difference on

Earth. Indeed, Earth’s annual-mean HC is estimated to

be substantially weaker than the DT5 80-K case shown

here [e.g., Levine and Schneider (2011) give Earth’s

annual-mean HC strength as;113 1010 kg s21, which is

equivalent to 2.8 3 103 kgm21 s21 at a latitude of 108].
On the other hand, the winter HC is much stronger than

the annual-mean case, and thus convection may be less

important in the HC descent regions at certain times of

the year. Nevertheless, our results suggest that pre-

dictions of the HC strength and its response to climate

change based on a balance between radiative cooling

and large-scale descent in the subtropics should be

treated with caution.

While the thermodynamic considerations above do

not allow for an accurate estimate of the HC strength, it

should be noted that the importance of convection in the

descending branch, as measured by the ratio of the

simulated HC strength to the value estimated assuming

no convective heating, is similar between the narrow-

and wide-domain simulations as a function of DT. A
heuristic argument for why this is the case may proceed

as follows. The low-level temperature distribution in the

simulations is set by the imposed SST distribution. Since

temperature gradients within the Hadley circulation are

relatively weak in both the narrow- and wide-domain

cases, the upper-tropospheric temperature is largely

determined by a moist adiabat originating in the ITCZ.

The moist stability of columns in the HC descending

branch is thus highly constrained under the fixed-SST

boundary condition. If we postulate that the convective

mass flux is a function of some measure of the gross

stability of the column, this would result in an HC

strength independent of the presence of eddies. This

argument must be regarded as tentative, however, as it is

unclear to what degree the convective mass flux may be

thought of as solely a function of the mean atmospheric

temperature structure. In particular, the moisture field

may also be important for determining the frequency of

convection in the HC descending branch, and the sub-

tropical relative humidity is at least partially a function

of the circulation itself. Additionally, near-surface

temperature variability may be expected to enhance

the ability of convection to penetrate the subtropical

inversion, and such variability is considerably stronger

in the wide-domain simulations. Despite these caveats,

the rigidity of the temperature structure in our fixed-SST

simulations likely contributes to the insensitivity of the

HC strength to the presence of eddies.

4. Forced simulations

The simulations shown above remain relatively far

from the low-Rossby-number regime that has been ar-

gued to be relevant for Earth’s equinoctial HC, even in

thewide-domain case. For this reason, we now investigate

the response of the circulation to increasing eddy forcing

strength, and thus decreasing Rossby number, by apply-

ing specified torques of various magnitudes to our simu-

lations. Schneider (1984) used a similar method to study

eddy influences on the HC in 2D simulations, but in that

case the convective heating distribution was also speci-

fied. Here, convective heating is calculated explicitly by

the model using the DARE approach.

We simulate the HC in the narrow-domain configu-

ration with DT5 40K while including an additional

term in the prognostic equation for the zonal wind

representative of the effect of eddies and given by

›u

›t

����
forcing

52
F
u

r
0

›

›y
[r

0
u0v0]

wide
. (14)

Here, the bracketed term on the right-hand side is the

horizontal eddy momentum flux diagnosed from the

wide-domain simulation with the same value of DT
(given in Fig. 2e), and Fu is a scalar factor that we vary

between 0 (no forcing) and 8. To remove small-scale

noise, the diagnosed eddy momentum flux is smoothed

with a five-point moving average in latitude and sym-

metrized between hemispheres before being applied to

the forced simulations.

The imposed torques create sources and sinks of an-

gular momentum in the upper troposphere that must be

balanced by a combination of mean-flow advection,

eddy momentum fluxes, and friction. In the narrow-

domain simulations, eddy momentum fluxes are weak

(except at very large forcing magnitudes), and thus the

added momentum must be transported to the boundary

layer by the mean circulation, where it can be removed

by friction at the surface. This may be seen in Fig. 10; as

the forcing amplitude is increased, the strength of the

mean zonal surface wind also increases, implying a

larger flux of momentum between the atmosphere and

surface. For the caseFu 5 1, the surface winds are similar

to the wide-domain case, suggesting that the total con-

vergence of angular momentum (including imposed

torques) is similar in both cases.

The required angular momentum advection in the

upper troposphere is achieved by a combination of a
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strengthening mean flow and increased gradients of

angular momentum. As in the previous section, this may

be analyzed in terms of the bulk Rossby number; for the

forced simulations, (9) becomes

C
max

(12Ro)5
S1F

f
1

1

f

ðzt
zm

r
0
w
›u

›z
dz , (15)

where F is the imposed momentum source integrated

between zm and zt. Figure 11 showsCmax plotted against

(S1F )/f for the forced simulations. Here, we evaluate

these quantities at 108 of latitude rather than at the lat-

itude of the streamfunction maximum because the value

of F changes sign near the streamfunction maximum,

and the bulk Rossby number is not well defined there.

The neglect of the vertical advection term is less justified

at 108 of latitude compared with the location of the

streamfunction maximum, but direct evaluation shows

that the vertical advection term is of secondary impor-

tance, particularly when the imposed forcing is strong,

and the dominant balance is between horizontal ad-

vection and the imposedmomentum source. The ratio of

Cmax and (S1F )/f may thus be taken as an estimate of

12Ro.

As the forcing amplitude Fu is increased, the bulk

Rossby number decreases, and the strength of the

overturning circulation increases relative to the no-

forcing case. For moderate values of the forcing ampli-

tude, the increase is relatively modest, but as the forcing

increases beyond the magnitude of the eddy forcing in

the wide-domain simulation, the circulation strengthens

considerably. For Fu 5 4, the streamfunction maximum

is roughly double its value in the unforced narrow-

domain simulation. Importantly, however, the HC

strength does not respond proportionally to increases in

the forcing amplitude, even for very strong forcing; part

of the increase in forcing is balanced by decreases in the

Rossby number, and the bulk Rossby number even be-

comes negative for Fu 5 8.

In terms of the thermodynamic perspective, the in-

crease in the strength of the overturning circulation with

increasing Fu results primarily from an increase in the

width of the HC in the low to midtroposphere at mod-

erate values of the forcing. As the forcing is increased

further, the circulation approaches the dry subtropical

limit; for Fu 5 4, the value of H/H* calculated analo-

gously to Fig. 9 is close to unity. Finally, at very high

forcing strength (Fu 5 8), the simulation develops

strong eddy motions within the narrow domain, and

the diabatic–subsidence balance given by (11) no

longer holds.

A caveat regarding the forced simulations is that they

do not include a full representation of the eddy–mean

flow interaction, and thus they may develop unphysical

mean flows. For instance, the HC strength for the case

Fu 5 1 is larger than in the corresponding wide-domain

simulation (Fig. 11), and the forced simulation exhibits

subtropical jets substantially stronger than in the wide-

domain case (Fig. 12b). The jet strength is reduced

somewhat when tendencies of temperature and moisture

FIG. 11. As in Fig. 8, but for the streamfunction maximum Cmax

and (S1F )/f evaluated at 108 latitude. Narrow-domain simula-

tions with an applied torque proportional to the EMFC diagnosed

from the corresponding wide-domain simulation (crosses) are

shown with forcing amplitudes of Fu 5 0.25, 0.5, 1, 2, 4, and 8 times

the value in the wide-domain simulation. All simulations are con-

ducted with DT5 40K, and the corresponding wide-domain sim-

ulation (circle) and narrow-domain simulation with no applied

torque (square) are shown for comparison.

FIG. 10. As in Fig. 3, but for narrow-domain simulations forced

with an applied torque proportional to the EMFC diagnosed from

the corresponding wide-domain simulation. Forcing amplitudes of

Fu 5 0.25 (dotted), 1 (solid), and 4 (dashed–dotted) are shown for

simulations with DT5 40K. The corresponding wide-domain

simulation is shown as a dashed gray line.
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due to eddies [and the associated vertical Eliassen–Palm

fluxes (seeEdmon et al. 1980)] are included in the forcing,

but the discrepancy with the wide-domain case remains.

As the forcing strength is increased, the midlatitude

jets intensify, while the zonal wind in the tropics and

subtropics decreases (Fig. 12). For the case Fu 5 4, the

mean zonal wind in the region of the HC becomes

easterly below 8 km, except in a region near the

equator.4 This implies that linear Rossby waves forming

in midlatitudes would have difficulty propagating into

the region of the HC. It would be likely that eddies

propagating from the extratropics would therefore

break before they reached the latitudes of the HC

(Randel and Held 1991), and a forcing of such magni-

tude could not be maintained in a simulation in which

the full eddy–mean flow interaction was represented.

Given the unrealistic mean flows in the forced simu-

lations, their relevance at high-amplitude forcingmay be

questioned. Nevertheless, the lack of proportionality

between the eddy forcing and HC strength warrants

further investigation into the response of the HC to in-

creasing eddy forcing. A more realistic approach would

be to retain the full eddy–mean flow interaction and

increase the intensity of the eddy field by manipulating

the SST distribution or simply employing a midlatitude

wave maker. Such extensions are beyond the scope of

our present study, however, and they are left for

future work.

5. Discussion and conclusions

Using idealized simulations on an equatorial beta

plane, we have investigated the influence of eddies on

the characteristics of the equinoctial Hadley circulation.

The beta-plane configuration allows us to isolate the

effect of large-scale eddies by comparing simulations

run in a wide-domain configuration, in which large-scale

eddies are present, to simulations run in a domain too

narrow to permit synoptic-scale or planetary-scale dis-

turbances. Additionally, our simulations include an ex-

plicit representation of convection, and they allow for an

evaluation of the importance of convective momentum

transport for the HC within the DARE framework.

We find thatmomentum transport by convective-scale

eddies is relatively weak, and, as a result, the narrow-

domain HCs are substantially closer to the angular

momentum–conserving limit than in the corresponding

wide-domain simulations. Despite this difference, the

HC strength, as measured by the magnitude of the HC

mass flux, is similar in the wide- and narrow-domain

cases. To achieve comparable strength with weak eddy

momentum fluxes, the narrow-domain simulations

require a substantially higher bulk Rossby number, and

they exhibit a descending branch that slopes downward

toward the equator consistent with the axisymmetric

model of Satoh (1994) and Fang and Tung (1996).

While the above results are consistent with S95, they

appear to contrast with a number of other studies in

which eddy momentum fluxes play a central role in de-

termining the HC strength under equinox conditions

(Walker and Schneider 2006; Schneider and Bordoni

2008). However, there are a number of differences be-

tween this previous work and the present study.

First, our simulations remain in a relatively large-

Rossby-number regime, even in the case with large-scale

FIG. 12. Streamfunction (contours) and zonal- and time-mean

zonal wind in narrow-domain simulations with DT5 40K. A tor-

que is applied proportional to the EMFC diagnosed from the

corresponding wide-domain simulation with amplitudes of (a) 0.25,

(b) 1, and (c) 4 times the value in the wide-domain simulation.

4 The superrotating jet in the Fu 5 4 simulations is a direct result

of a convergence of zonal momentum in the equatorial upper

troposphere that is present in the forcing (see Fig. 5a), and it does

not appear if the forcing is altered to remove this feature

(not shown).
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eddies, and thus the balance in (1) is not as strong a

constraint on theHC strength as in, for example,Walker

and Schneider (2006). The high Rossby number in the

HC simulations shown here may be partly a result of our

use of beta-plane geometry; on a sphere, eddies forming

in midlatitudes primarily propagate equatorward,

whereas the beta plane does not exhibit such a bias in the

direction of eddy propagation. For a given eddy ampli-

tude, the effect on the HC would therefore be weaker

on a beta plane. But Levine and Schneider (2015) re-

cently conducted a GCM study of the HC over a wide

range of climates and also found bulk Rossby numbers

of 0.6 or greater in climates comparable to that of Earth

and warmer, suggesting the use of a beta plane may not

be the primary reason for this difference. Furthermore,

the forced simulations shown in section 4 indicate that,

even when the eddy forcing is increased substantially,

the response of the HC strength need not be pro-

portional to the momentum forcing amplitude. It should

be noted, however, that the mean flows in the simula-

tions with strong forcing are likely to be inconsistent

with an eddy field that is forced by the propagation of

midlatitude Rossby waves.

A second difference is that the present study, along

with S95, makes use of a fixed-SST boundary condition.

Walker and Schneider (2006) and Schneider and

Bordoni (2008), on the other hand, use a thermal forcing

that is a simple Newtonian relaxation with no surface.

Importantly, the low-level atmospheric temperature is

only weakly constrained in these studies, and the hori-

zontal gradient of low-level temperature is allowed to

vary substantially. In our simulations, the fixed SST

provides a strong constraint on the low-level tempera-

ture, while the upper-level temperaturewithin theHadley

circulation has weak meridional gradients because of the

requirement that the zonal wind not exceed its angular

momentum–conserving value. We argue that the relative

rigidity of the temperature distribution under these con-

ditions leads to the weak dependence of the HC strength

on eddy momentum fluxes.

The importance of the fixed-SST boundary condition

for the HC is also suggested by examining the net flux of

energy from the atmosphere into the surface in simula-

tions using the gray-radiation scheme (Fig. 13). In both

the wide- and narrow-domain cases, there is a strong

energy flux out of the surface in the subtropics and a

weaker upward flux in the deep tropics. If we allowed

the surface temperature to respond to such energy

fluxes, this would result in a warming of the subtropical

ocean relative to the deep tropics (i.e., a reduction in

the meridional surface temperature gradient in the

tropics). The magnitude of this surface flux pattern is

substantially larger in the narrow-domain simulation,

suggesting a greater potential for a reduction of the

meridional temperature gradient in that case. If, as our

results suggest, the surface temperature distribution in

the subtropics is an important determinant of the HC

strength, the narrow-domain simulation would have a

weakerHCwhen the SST is allowed to vary. Preliminary

simulations using the gray-radiation scheme and a slab-

ocean boundary condition confirm this picture. We will

report on the results of the HC with a slab-ocean

boundary condition in a separate paper.

While our results pertain to Hadley circulations that

are relatively far from the low-Rossby-number limit and

thus may not directly apply to Earth’s equinoctial HC,

they may nevertheless have implications for our un-

derstanding of the behavior of the HC under future cli-

mate change. For instance, the importance of convective

heating in the descending branch of the circulation in our

simulations suggests that predictions of the overturning

circulation based on a radiative–subsidence balance in

the subtropics should be treatedwith caution (cf.Ma et al.

2012). Furthermore, at the solstices, the HC deviates

considerably from the low-Rossby-number regime, and

understanding the HC at intermediate Rossby numbers

may be important for understanding the factors influ-

encing the strength of the global monsoon. Finally, the

importance of the SST distribution in determining the

HC strength in our simulations suggests that one should

consider the energy budget, as well as the momentum

budget, in order to understand the strength of the HC,

particularly in the intermediate-Rossby-number regime.

The energy transport by the HC depends, via the gross

moist stability, on the detailed vertical structure of the

circulation. For this reason, single-layermodels of theHC

FIG. 13. Zonal- and time-mean surface flux (radiative and tur-

bulent) in fixed-SST, gray-radiation simulations with DT5 40K in

the wide (solid) and narrow (dashed) domains. Positive fluxes are

directed into the surface.
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(e.g., Held and Hoskins 1985; Sobel and Schneider 2009)

may be insufficient for this purpose.
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APPENDIX

Evaluation of the DARE Approach

We evaluate the validity of the DARE approach by

comparing a simulation using DARE to one at full reso-

lution. The full-resolution case is runwith a horizontal grid

spacing of 4km and on a domain comprising 2563 3840

grid points. Under DARE, we take g5 10 and run with a

horizontal grid spacing of 40km on a domain comprising

243 384 grid points. Because of the large computational

requirements of the full-resolution case, we only ran a

single narrow-domain simulation in which DT5 40K.

In both the full-resolution and DARE cases, the cir-

culation initially develops a double-ITCZ-like structure

with two precipitation maxima on either side of the

equator (Fig. A1). These maxima merge to form a single

convergence region with propagating disturbances pro-

viding intermittent precipitation in subtropical regions.

However, the time scale over which the simulations

equilibrate is quite different between theDAREand full-

resolution simulations. Under DARE, the two conver-

gence zonesmerge around day 25, and the statistics of the

zonal-mean precipitation rate appear to become station-

ary after ;50 days of model time. In the full-resolution

simulation, a single ITCZ emerges after;100 days, but it

is unclear if the simulation has reached equilibrium even

after 200 days of run time. The temporal variability in the

precipitation rate is also different in the DARE case

compared to the full-resolution case. For instance, there is

an oscillation in the near-equatorial precipitation rate

with a period of roughly 3 days in the DARE simulation

that is absent in the full-resolution simulation.

Despite the differences outlined above, the mean cir-

culations in the DARE simulation and full-resolution

simulation are remarkably similar. Figure A2 shows the

zonal- and time-mean properties of the full-resolution

simulation calculated using 6-hourly snapshots over days

150–200. The streamfunction, angular momentum distri-

bution, and saturationmoist static energy distribution are

very similar to the corresponding DARE simulation

(shown in Fig. 4b). In both cases, the HC extends to

roughly 208 latitude at upper levels but is substantially

narrower near the surface. Additionally, angular mo-

mentum is homogenized in the HC region, indicating that

the HC is close to the angular momentum–conserving

limit. Finally, the HC strength is also almost identical in

the full-resolution case compared to the DARE simula-

tion (see red cross on Fig. 7). These results suggest that the

DARE approach provides a good estimate of the char-

acteristics of the mean flow when compared to a simula-

tion at full resolution. Differences do arise when the

temporal variability of the circulation is considered, butwe

leave detailed analysis of these differences to future work.

We also performed a simulation identical to theDARE

case, but with g5 1, in order to compare the DARE

approach to simply using coarse resolution. The low-

resolution simulation is similar to the DARE case, both

in its mean state and variability (Fig. A1). As with the

FIG. A1. Zonal- and daily mean precipitation rate as a function of

time and latitude in narrow-domain simulations with DT5 40K.

(a) Full-resolution simulation (g5 1; horizontal grid spacing5 4 km),

(b) low-resolution simulation (g5 1; horizontal grid spacing 5
40 km), and (c) DARE simulation (g5 10; horizontal grid spacing5
40 km). Vertical dashed lines in (a) and (c) show the time after which

statistics are collected in creating Figs. 2–13 and A2, respectively.
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DARE approach, the low-resolution simulation roughly

reproduces the HC strength and mean circulation

characteristics of the full-resolution simulation (not

shown). Thus, the DARE approach does not appear to

provide a significant advantage over coarse resolution in

reproducing the full-resolution simulation. Neverthe-

less, we use the DARE approach in this paper, as it

represents a physically realizable system in which the

resolution is convection permitting (4-km grid spacing).
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